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Abstract

The Affiniti Operator, denoted A(X,Y), is a nonlinear similarity measure designed to capture hidden affini-
ties between two multidimensional datasets. Unlike traditional correlation measures, it leverages a hyperbolic
tangent transformation to enhance sensitivity to nonlinear associations. This document presents a formal
definition, mathematical formulation, interpretation, and practical use cases.

1 Introduction

Standard linear correlation coefficients, such as Pearson’s or Spearman’s, often fail to uncover complex
dependencies between multidimensional data. The Affiniti Operator addresses this limitation by explicitly
introducing nonlinearity through the hyperbolic tangent function. This operator is particularly effective in
fields like bioinformatics and social network analysis where relationships between variables are not strictly
linear.

2 Definition of the Operator

Let X = [x1, x2, . . . , xN ] and Y = [y1, y2, . . . , yN ] be two datasets where each xi, yi ∈ Rd. The Affiniti
Operator is defined as:

A(X,Y) =
1

N

N∑
i=1

tanh

(
γ · xi · yi

∥xi∥ · ∥yi∥

)
(1)

where:

• xi · yi is the dot product of the vectors.

• ∥xi∥ and ∥yi∥ are the Euclidean norms.

• γ > 0 is a sensitivity parameter that modulates nonlinearity.

Why Use tanh?

The hyperbolic tangent function, tanh(z), maps real values to the range (−1, 1), making it a natural choice
for bounded similarity scores. It introduces nonlinearity in a smooth and differentiable manner, emphasizing
moderate alignments while compressing extreme values. This means:

• Small differences around zero are magnified, enhancing sensitivity to weak relationships.

• Strong alignments are saturated near ±1, preventing outlier influence.

• It allows the operator to behave robustly in noisy or high-dimensional data.

This nonlinear scaling is what enables the Affiniti Operator to detect patterns overlooked by linear correlation
methods.
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3 Interpretation

• Range: The output lies in the interval (−1, 1).

• Positive Values: Indicate aligned or mutually reinforcing patterns.

• Negative Values: Suggest opposition or dissimilarity.

• Zero: Implies independence or orthogonality in the transformed space.

• Effect of γ: Higher values of γ increase sensitivity to small differences, emphasizing stronger affinities.

4 Applications

1. Bioinformatics

• Detects hidden relationships in gene expression data that are not apparent through linear correlation.

• Useful for identifying co-expressed genes under nonlinear regulation.

2. Social Network Analysis

• Quantifies hidden affinities between user interaction patterns, communities, or influence groups.

• Helps in clustering and detecting emergent behavior in dynamic networks.

5 Python Implementation

Below is a simple Python implementation of the Affiniti Operator:

1 import numpy as np
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3 def affiniti_operator(X, Y, gamma =1.0):

4 X = np.asarray(X)

5 Y = np.asarray(Y)

6 assert X.shape == Y.shape , "Datasets must have the same shape"

7

8 similarities = []

9 for x, y in zip(X, Y):

10 dot = np.dot(x, y)

11 norm_x = np.linalg.norm(x)

12 norm_y = np.linalg.norm(y)

13 if norm_x == 0 or norm_y == 0:

14 sim = 0 # Avoid division by zero

15 else:

16 sim = np.tanh(gamma * dot / (norm_x * norm_y))

17 similarities.append(sim)

18 return np.mean(similarities)

19

20 # Example usage

21 X = [[1, 2], [3, 4], [5, 6]]

22 Y = [[2, 1], [4, 3], [6, 5]]

23 result = affiniti_operator(X, Y, gamma =0.5)

24 print("Affiniti Score:", result)

Listing 1: Affiniti Operator in Python

6 Conclusion

The Affiniti Operator is a powerful and flexible tool for capturing complex, nonlinear interactions between
multidimensional datasets. Its tunable sensitivity and clear interpretability make it a valuable addition to
the analytical toolkit in various scientific and engineering disciplines.
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